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1 Interior-Point Method for Linear Programming

Recall Simplex method. The fundamental theorem:

Theorem 1.1. For a standard form LP, if its feasible domain P is nonempty, then the optimal objective value of

z = c>x over P is either unbounded below, or it is attained at (at least) an extreme point of P.

The simplex method pivots from one point to another better point.

Figure 1: Simplex Method
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Revisit the Simplex method by an example:

min−4x1 − 2x2 subject to (1)

x1 + x2 + x3 =5, (2)

2x1 + 1/2x2 + x4 =8 (3)

x >0 (4)

In this case, we have

A =

1 1 1 0

2 1/2 0 1

 (5)

The basis B = {3, 4}, for which we have

xB =

x3

x4

 =

5

8

 B =

1 0

0 1

 N =

1 1

2 1/2

 . (6)

It holds that

−B−1N =

−1 −1

−2 −1/2

 d1 =


−1

−2

1

0


x3

x4

x1

x2

c>d1 = −4 < 0, λ = min
(

8
2

,
5
1

)
= 4. (7)
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2 0
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2

 (8)
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 c>d2 = 1− 2 < 0, d4 =


− 1

2
1
2

0

1




x1

x3

x2

x4

 c>d4 = 2 > 0 (9)
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3
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3
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3

 (10)

c>d3 = 4/3 > 0 c>d4 = 4/3 > 0. (11)

Done!

Problem: Klee and Minty [1972] an n-dimensional problem, 2n vertices, visit all points! That is simplex

method is not a polynomial algorithm. Simplex method is proposed in 1948. It is not easy to find a problem.
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(b) x0 → x1 → x2 → x3

Figure 2: Counter Example for 2D

The Lagrangian is

L(x,λ,ν) = c>x− λ>(Ax− b)− s>x.

The KKT conditions of the standard linear programming are

A>λ + s = λ,

Ax = b,

x � 0,

xisi = 0,

si � 0.
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(b) x0 → x1 → x2 → x3 · · · → x7

Figure 3: Counter Example for 3D

Figure 4: Path of Interior Point Method

4



Figure 5: Interior Point Method
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